
RL models are commonly used for modeling human decision-making. A key
problem in this respect is parameter inference based on realistic observation data.

It is common that observation data is incomplete, contains noise, or observations
are missing. Occasionally only summarized aggregate observations might be
available. However, traditional IRL methods tend to assume full observability.

When small amounts of observation noise is present [1], or few observations are
missing [2], EM-type solutions exist for estimating the latent observations, allowing
traditional IRL methods to be used. However, this approach is not feasible with
significant observation noise or most of the observations missing.

[1] Activity forecasting, Kitani et al. 2012

[2] EM for IRL with hidden data, Bogert et al. 2016 
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Our Contributions
We demonstrate that parameter inference is possible for RL models even in the
presence of arbitrary trajectory-level observation noise, σ(ξ), thus significantly
extending the types of situations where RL models can be applied.

We derive the exact Bayesian solution for this problem, but demonstrate that it is
very expensive to evaluate. We propose two approximations: a Monte-Carlo
estimate and an ABC estimate, which are significantly faster to evaluate.

We demonstrate that the methods allow full posterior inference for a realistic
model of human cognition, based on realistic but very restricted observation data.

Take-home message:  Regarding partial observability in IRL, there now exists
formulations for three different situations:

(1) Agent has partial observability of the environment state   → POMDP model

(2) External observer has partial observability on state level

      → traditional IRL methods can be extended

New:  (3) External observer has partial observability on trajectory level

                → presented methods can be used

Inverse Reinforcement
Learning from Summary Data

Experiments (simulated data)

Algorithm runtime (one step)

with different grid sizes

Monte-Carlo Approximation

Experiments (real data)

Inference quality (error to ground truth,
prediction error) with different grid sizes
and dimensionality of reward function

Inferred likelihood densities

Assume an agent is behaving optimally within an MDP environment, producing
trajectories {ξ1, ξ

2
, …, ξN}. Further assume an observation noise function σ(ξ) =

P(ξσ|ξ) which hides the true trajectories from the external observer, and that the

MDP is not fully known to the external observer.

The IRL from Summary Data (IRL-SD) problem is then:

    Given observations {ξσ1, ξσ2, …, ξσN}, the function σ and a prior P(θ)

    Estimate the unknown parameters θ of the MDP

The exact likelihood for the
IRL-SD problem is tractable,
but very expensive to evaluate
as we need to integrate over
all plausible true trajectories.

This approach estimates the
likelihood based on sampled
trajectories. The approximation can
be computed as long as we know σ
as a distribution P(ξσ|ξ). However,

t h e a p p r o a c h s u f f e r s f r o m
numerical problems with rare
observations, for which P(ξσ|ξ) may

be zero for all sampled trajectories.

The ABC approximation uses the
discrepancy between the Monte
Carlo sample and the observation
data for estimating the likelihood.
Thus it only requires that �  can be
evaluated, and it does not suffer
from the same numerical problems
as MC. The discrepancy function
needs to be chosen; often the
prediction error function is suitable.

Discrepancy:

Likelihood:

We performed experiments
with grid world environments
of various sizes and with
variable number of unknown
parameters.

Inference

We estimated the likelihood-surfaces from samples using Gaussian Processes
and Bayesian Optimization. We then drew samples using MCMC to estimate
the shape and mean of the distribution.

Predictions vs. observations (model fit)

Approximate posterior distribution
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See also earlier work: Kangasrääsiö et al. Inferring Cognitive Models from Data using Approximate Bayesian Computation.
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