
We wish to infer the task, preferences or limitations of users when 
they are performing complex decision tasks

We use a Reinforcement Learning agent to model the behavior of the 
user (ie. we define a parametric environment and a task)

Given observations of the user’s behavior, we wish to infer the 
parameters of the task and the environment                
 → Inverse Reinforcement Learning

New: We assume that the granularity of the observations is large
     → only aggregate observations of user behavior                    
       → very common problem setting in practice, but no methods exist
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Our Contributions
We propose an extension of the IRL problem, called Inverse 
Reinforcement Learning from Summary Data (IRL-SD)

We derive a Bayesian likelihood for this problem, but demonstrate 
that it may be very expensive to evaluate

We propose an approximate ABC-likelihood that is faster to evaluate

We propose a BO method for performing inference

Modelling Human Decision-making based 
on Aggregate Observation Data

Experiments
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Conclusion
Regarding partial observability in IRL, there now exists formulations for three different situations:

(1) Agent has partial observability of the environment state → POMDP model

(2) External observer has partial observability on state level → traditional IRL methods can be extended

New:  (3) External observer has partial observability on path level → presented methods for IRL-SD can be used
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